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Abstract: In response to the growing need for frequent, high-quality assessments in
the expanding field of online learning and the significant time burden their manual
creation places on educators, this study proposes Focal, an end-to-end assessment
generation pipeline. Focal employs large language models, notably Text-to-Text
Transfer Transformers, fine-trained on diverse learning materials, to generate and
evaluate pedagogically sound questions and their corresponding answers. The Focal
pipeline is designed to integrate with Learning Management Systems, providing
educators an automated means of creating assessments that align with their
curriculum. This not only eases the task of creating and evaluating assessments but
also frees educators to focus on other crucial responsibilities. The system is domain
agnostic and its efficacy is continually improved by training and evaluating it using
data from multiple subject areas. By automating the traditionally labor-intensive
process of assessment production, Focal aims to increase efficiency in online
education and enhance the learning experience for students.
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1. Introduction

Frequent assessments bolster long-term retention and conceptual understanding, acting as
“memory modifiers” (Bjork, 1975) aiding learners to apply information in novel situations
(Storm et al., 2010, Kornell et al., 2009). This process enhances recall, cultivates adaptive
expertise (Baroody, 2013, Chi et al., 1982), and promotes cognitive flexibility in procedural
domains like mathematics (Hiebert and Lefevre, 1986, Salomon and Perkins, 1989).

Given assessments’ critical role, educators invest considerable effort in crafting
questions reinforcing course concepts (Zhao et al., 2005). However, curating a substantial
question bank that caters to students of varied skill levels poses a considerable challenge—it
is a time-consuming and labor-intensive process (Nguyen et al., 2022). Moreover, providing
quality feedback, crucial to augment students’ learning experiences, further compounds this
burden on educators.
Addressing these challenges necessitates a novel approach, leading us to propose
Focal—an innovative, end-to-end assessment generation pipeline. Designed to automate
the process of creating educational assessments, Focal is built upon the principles of the
Knowledge-Learning-Instruction (KLI) framework (Koedinger et al., 2012). This framework
guides a systematic approach to educational practice, prompting detailed analyses of the
knowledge students acquire in courses. Consequently, Focal auto-generates questions and
answers based on provided curricula across various subject domains, thus embodying
instructional principles with a high potential for generality.

The core of Focal lies in its machine learning pipeline that ingests texts from learning
materials, generating pedagogically sound and logically coherent questions and answers
that align with the curriculum. It further evaluates their quality to ensure the assessments are
academically rigorous. Leveraging large language models (LLMs) and data from multiple
subjects, Focal continually enhances its domain-agnostic capabilities, which helps maintain
the relevance and quality of the assessments it generates.



Focal’s integration into Learning Management Systems (LMS) not only alleviates the
burden on educators but also democratizes access to high-quality assessments. These
assessments, drawn from expert-curated curricula, are accessible to all learners, regardless
of their socio-economic background. By effectively addressing scalability and quality issues
inherent in assessments, Focal positions itself as a promising solution in the dynamic
landscape of online education, propelling it towards new horizons of inclusivity and efficacy.

2. Related Work

The proliferation of LLMs significantly shapes the landscape of Natural Language
Processing (NLP) and Question Generation (QG). These transformer-based
encoder-decoder models have demonstrated efficiency in general QG (Xue et al., 2020, Yu
et al., 2021) and in educational settings as well (Grover et al., 2017) significantly propelled
by neural transformer-based methods and the BERT model (Vaswani et al., 2021).

In addressing the challenges initially faced by BERT in token generation (Lopez et
al., 2020) advanced the robustness of QG by fine-tuning a pre-trained language model.
Efforts have also been made to refine the relevance of the generated questions by
incorporating common sense and domain knowledge into the QG process (Jia et al., 2021,
Wang et al., 2020) and developing an attention-based sequence-to-sequence model that
integrates target answer information (Liu, 2020).

Significant progress has been made towards automating the generation of
educational questions, with models such as GPT-2 successfully generating mathematical
word problems of varying difficulty (Cheng et al., 2021) and others producing questions
reflective of realistic scenarios (Liu et al., 2022). Recently, researchers employed GPT-3 to
create EduQuiz, an end-to-end educational quiz generator (Dijkstra et al., 2022). Despite
certain limitations, including language specificity, domain specificity, and higher costs for
fine-tuned models, EduQuiz generated reasonably high-quality quizzes. High-quality
distractor generation, however, remains a challenge. The authors envisage potential for
improvement and suggest integrating human input in future iterations to enhance the quality
of generated quizzes.

QG’s evaluation remains a formidable challenge, necessitating a blend of automated
assessments using machine learning models and human evaluations (Kurdi et al., 2020).
Automated assessment strategies often rely on metrics such as BLEU and ROGUE
(Novikova et al., 2017). However, these approaches face scrutiny due to concerns
surrounding their interpretability and weak correlation with human evaluations (Van Der Lee
et al., 2019). In contrast, human evaluators examine factors like grammatical correctness,
fluency of language, relevance to the topic, and the naturalness of the language employed in
the questions (Amidei et al., 2018, Chen et al., 2018, Ruseti et al., 2018)

An additional measure of evaluation involves ensuring that the generated questions
correspond with “ground truth” data or expert-crafted reference questions (Sai et al., 2022).
This aspect becomes even more crucial in the realm of educational QG, where the
assessments are expected to be a mirror reflection of the learning material’s target skills.
The creators of MOOCCubeX introduced an automated solution to address this concern,
pioneering the path for adaptive learning research and concept-centric data organization (Yu
et al., 2021).

Against this backdrop, the Focal pipeline emerged as a testament to the success of
LLMs, further propelled by findings that key concept extraction could boost their usefulness
(Yu et al., 2021, Stamper et al., 2023). Recent work (Nguyen et al., 2022) has established
the potential of LLMs in generating questions that are not only coherent but also
pedagogically beneficial. Our work builds upon this foundation, aspiring to optimize the Focal
pipeline end-to-end, expand Focal’s domain-agnostic capabilities, and refine the grading
metrics for questions.



3. Methodology

3.1 Data

In our initial Focal pipeline testing, we used text data from a graduate-level data science
course - Foundations of Computational Data Science (FCDS) and an undergraduate-level
chemistry course, existing in XML format. The course content has hierarchical levels: Units,
Modules, and Topics. We prepended these hierarchy titles to the course text based on the
proven value of such an approach in QG (Nguyen et al., 2022). This is done for each
hierarchy level, as illustrated in 1. For instance, the unit title gets concatenated with the text
content before being fed into the QG model.

Figure 1. Graphical depiction of data pre-pending process demonstrated to be valuable in
generating high quality questions.

Aside from course content, Focal employs the SQuAD 1.1 dataset for pre-training the
QG model; this dataset comprises over 100,000 comprehension questions based on
Wikipedia articles (Rajpurkar et al., 2016). This method improves the logic of generated
questions (Nguyen et al., 2022). Further, the LearningQ dataset, with 230,000
document-question pairs and 7000 educator-crafted queries on assorted educational
subjects (Chen et al., 2021), refines our evaluator model, enhancing the pipeline’s accuracy
in judging the logic of auto-generated questions.

3.2 Model Design

Figure 2 delineates Focal’s QG Workflow. Initiated with Data Extraction and Pre-processing,
the pipeline processes XML input data using BeautifulSoup to scrape and cleanse, including
punctuation and stop word removal. It prepares the data for subsequent stages, including a
crucial pre-pending phase that extracts headings, keywords, and main text from each
section of course material. Post-preprocessing, the data splits, directing to the Concept
Hierarchy Extraction and Question and Answer Generation stages.

The subsequent Concept Hierarchy Extraction, a vital part of the Focal pipeline,
encompasses key concept creation and extraction. This stage relies on prior research
showing LLMs’ improved question generation ability with these key concepts (Stamper et al.,
2023). We leverage the MOOCCubeX pipeline for this extraction, a platform rich in
educational content and associated concept maps (Yu et al., 2021). It also filters invalid
concepts like prepositions, indexing numbers, and generic verbs, currently needing a domain
expert. As part of our long-term goals, we aim to develop a self-sufficient system capable of
conducting this filtering process independently.



Figure 2. Complete Focal QG workflow diagram.

After Concept Hierarchy Extraction, the pipeline enters the Question and Answer
Generation phase, creating multiple-choice and short-answer questions. This phase employs
a T5 transformer-based encoder-decoder model, fine-tuned based on prepending headings
to the text (Raffel et al., 2020). The T5 model’s current fine-tuning relies on the SQuAD 1.1
dataset (Rajpurkar et al., 2016), with potential for future adjustment. Crucially, it generates
distractors for multiple-choice questions and extracts the correct answers via a dependency
parse tree in a rule-based approach.

The final step before involving students is the Evaluation of Generated Questions and
Answers. Here, three primary methods are used to evaluate the generated questions in
terms of logical and pedagogical soundness: information score, GPT-3 model classification,
and human expert evaluation. The information score is a custom metric designed to evaluate
each question’s relevance within the context of the identified key concepts from the Concept
Hierarchy Extraction phase. By analyzing the overlap between tokens in a question and the
extracted key concept tokens from the course text, the information score provides a robust
assessment of question quality, while normalizing for question length ensures fairness
across all questions.

To assess question soundness, we utilize an information score and a GPT-3 model
fine-tuned on the LearningQ dataset (Chen et al., 2018). Domain experts also evaluate
question soundness, but with the information score’s refinement, their involvement might
become unnecessary.

Once questions are generated and evaluated, the Focal pipeline integrates student
responses. Student answers are assessed for correctness using cosine similarity or exact



matching, depending on the question type. For short-answer questions, a vector is
generated from the input text using bag-of-words or TF-IDF methods, and its cosine
similarity to the model-generated answer vector is measured using Equation 2. In this
equation, A denotes the original answer, S represents the student’s response, and D is the
dot product of the two.

For numerical, Yes/No, or multiple-choice type questions, we employ an exact
matching approach between the student’s response and the model-generated answer to
determine the correctness of the student’s answer as illustrated in figure 3.

Figure 3. User Answer Evaluation Workflow.

4. Initial Results

4.1 Question Generation

In order to evaluate the quality of several QG models, we generated questions for both the
data science course and chemistry course using four different LLMs: bert2BERT, GPT-2,
BART, and T5 (Chen et al., 2021, Radford et al., 2018, Xue et al., 2020). Table 1 provides
examples of questions generated by Focal; additional examples can be found on Github1.

Table 1. Examples of questions generated for a paragraph of text content.

Unit Module Generated Question

Analytic Algorithms and
Model Building 

Data Science Patterns What is the difference between an
observed value and the fitted value given
by a model?

Data Gathering and 
Wrangling 

Data Wrangling Pipeline What does omission involve excluding
the missing values from the dataset?

Exploratory Data Analysis Performing Exploratory
Data Analysis

What measures do you use to describe
variability?

After generating questions using each of these models, we performed Model
Classification, Information Score, and Perplexity Score to rate the quality of each generated
question.

4.2 Why use Perplexity?

1 https://github.com/annettehan/focal



Perplexity is a metric commonly used in NLP to evaluate the quality of language models. It
measures how well a language model predicts a sequence of words or tokens. In simpler
terms, perplexity quantifies how surprised a language model is when it encounters a new
sequence of words. Perplexity is calculated based on the probability distribution assigned by
the language model to a given sequence of words. The lower the perplexity score, the better
the language model’s ability to predict the next word in a sequence.
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Perplexity is particularly useful in assessing the quality of generated questions
because it captures how well a language model understands the context and generates
coherent and meaningful questions. A language model with a low perplexity score is more
likely to generate questions that align with the desired context and exhibit grammatical
correctness and relevance. However, it’s important to note that perplexity alone may not
capture all aspects of question quality, such as the relevance or informativeness of the
generated questions. Therefore, it is often used in conjunction with other evaluation metrics,
such as Model Classification and Information Score, to provide a comprehensive
assessment of the generated questions’ quality.

4.3 Model Classification

For the Model Classification, we employed the GPT-3 classifier fine-tuned on the learningQ
dataset to label each question as either sound or not sound (Radford et al, 2019, Chen et al.,
2018). Here by soundness, we mean whether the questions are rationally valid, contextually
relevant, and are effective such that they can be used for assessing the knowledge in
regards with the topic. Following the GPT-3 classification, we randomly sampled 100
questions from each model type for both courses and manually annotated them as either
sound or not sound. Figures 5 through 8 show the percentage of the 100 randomly sampled
questions that each method of evaluation found to be sound for each model.



Initial analysis reveals our fine-tuned GPT-3 classifier often overestimates soundness
compared to human assessment, with bert2BERT producing notably more unsound
questions. T5 and BART fared better in the subset evaluated. To understand this divergence,
we constructed confusion matrices for each model and course.

Table 2 reveals that human evaluators are likely to agree with our GPT-3 classifier
when it rates a questions as unsound, suggesting its potential as a tool for eliminating
low-quality questions rather than selecting high-quality ones.

Table 2. Confusion Matrix for generated questions (400 random questions for each course).

Data Science Course Chemistry Course

Expert: Sound Expert: Not Sound Expert: Sound Expert: Not Sound

GPT3: Sound 161 148 158 183

GPT3: Not Sound 11 80 2 57

Upon analysis of the Figure 9 plots, we first see that on average, the perplexity score
points to the correct direction of ground truth as the average perplexity of sound questions
(149.4) is less than the average perplexity of not sound questions (155.6). Additionally, it
seems evident that GPT should outperform T5, as a lower perplexity score signifies that it
possesses better prediction power, but when we empirically look at the quality of questions
output by T5, they are much more coherent and sound as compared to those output by
GPT-2 model, which signifies that perplexity score evaluation has some room for
improvement, so it more closely aligns human labeling, which is considered the gold
standard in question evaluation.

Figure 9. Average Perplexity vs Human evaluation for Data Science and Chemistry courses.

Figure 10. Average Information Score vs Human evaluation for Data Science and Chemistry
courses.

The information score is meant to indicate that a question overlaps with the key
concepts of a given passage. As shown by the study of the Figure 10 plots, where the



average information score of sound questions is 1.4 and the average information score of
unsound questions is 1.2. Furthermore, it seems obvious that GPT should outperform T5, as
a higher information score denotes that it has better question quality. However, when we
empirically examine the quality of questions produced by T5, they are significantly more
coherent and sound than those produced by GPT-2 model, indicating that information score
evaluation has some room for improvement so that it more closely aligns with human
evaluation results.

5. Error Analysis

Throughout the development and testing of the Focal system, error analysis has been
performed to identify issues and improve the quality of the generated questions and their
evaluations. Some common error patterns observed in the experimental results are:

1. Irrelevant questions: Sometimes, questions generated fail to reflect key concepts,
possibly due to misalignment in the Concept Hierarchy Generation and
Information Score. To counteract this, Information Score measures question
relevance, guiding improvements in Concept Hierarchy Generation and keyword
extraction. For instance, it could address instances of vague queries such as
“What type of procedure does the procedure follow?” (Table 3).

2. Question variability: The Focal system primarily generates “what” type questions
and struggles with creating “why” or “how” questions. This might arise from the
training data’s lack of diversity. To enhance variability, the model can be
fine-tuned using additional diverse datasets outside of SQuAD 1.1 or additional
data with various question types. This would balance overproduction of "why”
questions (Table 3).

3. Incorrect evaluation of student answers: The system may incorrectly assess
student answers due to limitations in the cosine similarity and exact matching
methods. Testing multiple evaluation models and selecting the most accurate
would reduce such errors.

Table 3. Examples of question invariability.

Unit Module Generated Question

Exploratory Data Analysis Feature
Engineering 

What kind of questions do you have?

Analytic Algorithms and
Model Building 

Model Selection What is the model Mj with the best
performance on the test set?

What type of procedure does the procedure follow?

What is a model model for Mi?

What subset is split into train subset, validation
subset and test set?

What is the name of the best hyperparameters?

In each iteration of the Focal system, error analysis is conducted to identify these
issues and guide the improvement of the system. By examining experimental results at
various stages and observing patterns of errors, the system can be refined to generate more
pedagogically sound questions and provide more accurate evaluations of student answers.
This iterative process ensures continuous improvement of the Focal system, enhancing its
educational value and potential for adoption in the classroom.



6. Conclusions and Future Work

In this study, we have outlined both the current progression and future vision for the Focal
assessment pipeline. Our initial evaluations have shown promising potential in its role as an
assessment tool, though certain areas for improvement have been identified. For instance,
we found that the Focal QG model occasionally generates questions that may seem logical
but are not pedagogically sound or useful for assessments. Additionally, the current
information score metric, which grades question quality, needs to be more nuanced to better
encapsulate key concepts from course texts.

In our early testing, we noticed that Focal often generated questions that lacked
complexity and only required students to recall specific facts from the material. Our future
research will explore new QG models to improve this aspect, emphasizing questions that
promote a deeper understanding of the course instead of mere recollection of details.

Moving forward, we intend to make the Focal pipeline more valuable by streamlining
the assessment process and reducing the burden on educators. This includes automating
the end to-end assessment process, from generating and evaluating questions to generating
answers and evaluating student responses. One potential challenge is the generation of a
wide array of question types. For example, LLMs are adept at creating trivia-style questions
but struggle with generating more analytical “how” or “why” questions, which are better for
gauging a student’s comprehensive understanding. We hypothesize that by fine-tuning these
models on more diverse datasets with additional analytical questions, the models will
produce more varied question types. This will be a key area of focus in our research.

Furthermore, refining the information score metric to more precisely predict the
pedagogical appropriateness of questions is a crucial part of future work. This would allow
the pipeline to be less dependent on domain experts and ensure that the generated
assessments maintain a high level of quality. It’s essential that Focal serves as a practical
tool for educators and students, delivering timely and relevant feedback, and contributing to
a more efficient and effective learning environment.
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