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Abstract:

Intelligent Tutoring Systems that adapt to an individual student have shown great promise; yet have failed to become ubiquitous in education. The main reason these systems have been slow to be embraced is the high level of time and expert knowledge that are needed to create successful student models. Much of the time involves experts creating the production rules that will cover all of the ways a student might solve a problem. In this research, we propose a method of automatically generating production rules using previous student data on a proposed problem set. In addition, our proposed method will continue to refine the production rules as new data is available. We compare the results of our method run on several different data sets and with the production rules generated by domain experts.

1 Introduction

The ability of Intelligent Tutoring Systems (ITSs) to adapt to individual students makes ITSs effective [3,6]. These types of systems have shown a “2-sigma” improvement in achievement over non-adaptive instruction. The most successful of these systems require the construction of complex cognitive models that are applicable only to a specific tutorial in a specific field, requiring the time of experts to create and test these models on students. Over the past few years some of the most promising ITSs utilize a cognitive model based on ACT-R Theory [2]. ACT-R Theory utilizes production rules in the model. The development of these production rules requires time and expert knowledge to create. Some systems including RIDES and DIAG [7] use examples performed or inputed by the author to develop the rules. Another system, REDEEM, was built to ameliorate the time needed to create a full blown ITS, and allow teachers to apply their own teaching strategies in an existing computer-based training (CBT) system. REDEEM has been shown to be more effective than a non-expert human tutor in improving student test scores [1], but not as effective as ITSs with complex production rules systems. Towards the goal of simplifying the creation of effective ITSs, we propose a method of automatically generating production rules using previous student data on a proposed problem set thus reducing the amount of time and expert knowledge needed to create these production rules. The system we propose is capable of continued refinement as new data is provided.

2 Background and Related Work

In this section we describe the system that generated the data used in the experiment, briefly explain the ACT-R Theory that is the basis of our production rules system, and explain the method we will use to create the production rules.
2.1 Deep Thought

Deep Thought [4] is a custom built system to provide Computer Aided Instruction (CAI) in the teaching of logic proofs. The interface is graphical and allows the students to visually connect premises and apply logic rules. One key feature of Deep Thought is the ability of the system to allow a student to work forward or backwards in the solving of a problem [5]. The Deep Thought program can be seen in Figure 1. One feature of the software is the ability to write out each step that a student makes to a log file. These log files have been compiled for several years now, and they contain a tremendous amount of interesting data that has not been thoroughly analyzed until this research. Although Deep Thought has been used successfully for the teaching of logic, the system does not have any adaptive features and is not an ITS. The research in this paper represents part of our work to add true ITS capabilities to this software system.
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Figure 1. Deep Thought

2.2 ACT-R Theory

ACT-R Theory [2] is a cognitive architecture that has been successfully applied in the creation of Intelligent Tutoring Systems. The main component of the procedural memory
module in ACT-R is a production rules system. These production rules look quite similar to a programming language composed of IF/THEN statements. The system uses pattern matching to determine the current production to be executed and the results from that execution. The creation of the production rules is the most time consuming part of developing a system based on ACT-R.

2.3 Method

Our proposed method uses a Markov decision process (MDP), which is defined via its state set S, action set A, transition probability matrices P, and reward matrices R. On executing action a in state s the probability of transitioning to state s’ is denoted P(s’|s, a) and the expected reward associated with that transition is denoted R(s’|s, a). The production rules in ACT-R theory can be viewed as a state and an action that are described with an “If-Then” statement. The state is described in the “If” portion and the action in the “Then” portion. Our method takes the current premises and the conclusion as the state and the student’s input as the action. By building the MDP over a class’s worth of data we generate a significant number of rules and get the probabilities that students reached a given state. We can also determine which rules are good and bad by analyzing if the rules help us get closer to the goal state. We then apply a reward for reaching each state. Good states, states that get us closer to the goal, receive a higher reward than bad states that do not help us reach the goal. We add a large reward for arriving at the goal state. By executing value iteration using a Bellman backup “optimal” solutions can be found [8]. These “optimal” solutions represent the path to the solution that contains the fewest number of steps.

3 Experiment

In this section we describe the data, explain the experimental setup, and state our hypothesis.

3.1 Input Data

The data was obtained from three separate semesters worth of data from a Philosophy class called Deductive Logic that utilized the Deep Thought program for learning logic proofs. Students in the class used the Deep Thought program through three levels of problems – easy, intermediate, and difficult. We focused on three intermediate level problems, which we felt would produce a varied set of production rules. The data sets contained 140, 68, and 249 problem instances respectively.

3.2 Experimental Setup

Our first task was to clean the data for use in the experiment. Each of the three problems was extracted into its own file for each semester. Since Deep Thought can randomly order the premises and randomly assign different letters to the problem instances, we wrote a program to order the premises and change all the letters used in the premises to be consistent. Then the method explained in section 2.3 was applied and the production rules were created. We divided the rules into good rules and bad rules. The results were then combined across the three semesters and compared with rules generated by experts.

3.3 Hypothesis

Our first hypothesis was that the same rules would be generated from each data set even though they included different problem instances. If this is true it will we can expect that we
generated a good set of rules, and that our rules can be used to predict future instances of these problems.

Our second hypothesis was that the rules generated by our method should closely resemble the rules generated by the experts. Although our rules will look different and be more specific to the problem instances we would expect that the generated rule set will closely follow the rules created by the experts.

4 Results and Discussion

The resulting MDPs generated across the three semesters worth of data were nearly identical and the optimal solutions were the same for each problem. This result confirmed hypothesis number one and shows that the method is consistent when applied to different data sets. Each data set had the same number of good rules for each problem, although the larger data sets did contain more bad rules. This makes sense since there are many possible options to apply to each step in solving a logic problem. In fact, the bad rules are often the most difficult for experts to derive and we were very happy to see the diverse set that was generated.

In comparing our method to the expert generated rules, our method produced more good and bad rules. This was expected since the experts’ rules were more generalized and our rules were based on specific premises in the problems. Below are examples of an expert derived rule and a generated rule are shown below.

Expert derived rule:

\[ \text{IF there is a AND in a premise THEN apply simplification} \]

An equivalent generated rule from a specific problem looks like this:

\[ \text{IF (Premises} = (KvA)>F,R^K,~R&P) \text{ and (Conclusion} = F) \text{ THEN apply simp to R^K} \]

These rules were derived from the same problem, but the automatically generated rule is much more specific to a given problem and state in that problem. We found that we were able to group our good rules into subsets around the experts’ good rules, and in this format, our optimal solutions were the same as the experts. We generated significantly more bad rules than the experts and not all of these could be grouped in subsets like the good rules. This shows that students make mistakes that the experts might not predict, and our method should better model the errors students will make.

Once our rule sets were generated and grouped, we explored them with the experts. The experts were impressed with the rules and found the percentages of each rule being used to very interesting. Several bad rules, rules that were applied incorrectly, were used at a much higher percentage than the experts would have predicted.

5 Conclusion and Future Work

This research was an initial attempt to automate the generation of production rules for an expert system to be used in an ITS. The method presented was capable of generating both good and bad rules that compared favorably to the rules generated by experts. We feel the method can be used to create production rules for other domains as well. There is still much research to be done to refine this method. In addition to expanding the research to a larger number of problems, future work will address the subsets that were created and see if we can combine a number of generated rules into one expert rule automatically.
There are also opportunities to research how this method can be used to predict what mistakes a student may make on a problem. To make these predictions we plan to create different MDP’s from the test data based on student performance, and then classify future students into a specific MDP which will allow for better prediction of the path the student may take to solve a particular problem.

We also plan to add true ITS capabilities to Deep Thought by creating a cognitive model within the program that utilizes ACT-R and our method. Once in place, we plan to research the effectiveness of Deep Thought with and without the intelligent tutoring. We believe there will still be a need for expert input into rule generation, but our method will save significant time and effort.
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