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Abstract— Wireless Sensor Networks (WSN) are a subset of / PPM & CP \
wireless networking applications focused on enabling seos
and actuator connectivity without the use of wires. Energy RF Environment |—N
consumption among the wireless devices participating in thse Sensing Network
networks is a major constraint on the deployment for a broad
range of applications enabled by WSNs. This paper introducg G
for the first time, a novel methodology based on predictive
protocol management with contingency planning (PPM and CP) Wireless Sensor
This approach allows efficient update of the WSN operational Nistissoris
mode in order to optimize the energy utilization based on theime
varying characteristics of the Radio-Frequency (RF) in wheh the
network operates.
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I. INTRODUCTION Plan Update

Energy efficiency is a major concern in the deployment of
Wireless Sensor Networks (WSN) for industrial, commercial
and residential applications. Long-term monitoring in diar
physical environments or near inaccessible locationshteis

. ; .o WSN
the need to utilize the sensor nodes’ energy resources effi- . _
ciently since most WSN applications cannot tolerate fraque ® RF Environment Sensing Network
(if any) battery replacement. The complexity of this proble © PPM & CP
increases in the context of multi-hop WSNs. In this paper,
a novel approach is presented for employing a predictive WSN: The WSN is implemented to perform a set of
protocol model with contingency planning (PPM & CP). Th@pplications which may change over time and which have
premise behind the approach is that providing the WSN nodégsired Quality of Service (QoS) requirements e.g. threugh
with information concerning the operational environmesaids put, latency, among others. The WSN is comprised of hard-
to efficiencies in network operation. To illustrate, a coited Wware/software which enables specific capabilities, i.pera-
and co-channel interference source can cause an excesé@ral frequency bands, frequency agility, power controyt-
number of retransmissions while routing a message frofig protocols (for multi-hop networks), scheduling algonis,
a node within a sensor field to the WSN’s base statioAnd so on. In addition, the WSN operates within a dynamic RF
The retransmissions expend valuable energy resources &Rdironment comprising time varying co-channel intenfee
incur additional transmission latency. By efficiently piding sources and time varying RF propagation characteristics su
the WSN nodes with information concerning the impact thas multi-path. Even if the WSN nodes are at fixed locations,
interference can have on its distributed routing protoeal, dynamics in the environment will significantly impact the RF
ergy efficient routes can be formulated within the networleropagation characteristics, e.g., density of people iilding
Therefore, the approach efficiently updates the operdtiod changes in the building structure.
mode of the WSN to minimize energy utilization based on the RF Environment Sensing Network: The purpose of this
time varying Radio-Frequency (RF) characteristics in Wwhidunctional block is to provide spectrum usage patternsiwith
the network operates. the operational environment of the WSN. Mangold, et. al.

Figure 1 presents a block diagram of the approactiiscuss the concept of radio resource measurement for -oppor
illustrating both the major functional components and th@nistic spectrum utilization in the context of a homogareo
information flow to accomplish this new methodology. ThéEEE 802.11 scenario [1]. Their paper was motivated, in
major functional blocks described are: part, by standards activities in the IEEE 802.11k task group

[2]. The IEEE 802.11k task group is developing a radio

Fig. 1. Block Diagram illustrating PPM with CP.
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resource measurements extension to the IEEE 802.11 vgrellevel which is common with Bluetooth and IEEE 802.11
local area network (WLAN) standard. Mechanisms for REansceivers. Therefore the set of routes requiring thémim
environment sensing are likely to be needed to meet thamber of hops would represent the most energy efficient
Federal Communication Commissions (FCC) [3] initiative toontingency policy. In an operational environment with in-
use cognitive radios to improve spectrum utilization aslwelkerference sources, certain routes may require an exeessiv
as the Defense Advanced Research Projects Agency (DARPAIMber of retransmissions in order to complete one or more
Spectrum Agile Radio (SARA) which is part of the Nextops within the route. Under this condition, a new contirgyen
Generation Communication (XG) Program [4]. policy is required. The new contingency policy is associ-
Furthermore, the RF environment-sensing network, as pited with the observed interference environment and resove
posed in Figure 1, will be used to enhance site specifitce routes requiring excessive retransmissions from the se
propagation estimates within the operational environnaet Therefore, based on the approach presented in the paper, a
capture time varying patterns in the propagation characteontingency policy is triggered by a specific observed inter
istics. It is important to remark that this does not implyerence environment in order to avoid routes with excessive
measuring instantaneous small-scale multi-path charsiits retransmissions. This is accomplished by working withia th
which are too time sensitive for remote measurement. ldsteaetworks distributed routing protocol by providing the red
measurements would be targeted at capturing large scaffected by interference with a list of nodes to avoid within
changes or patterns in the shadowing characteristics ssichite. one-hop neighborhood. Over time, as new interference
building structural changes, population density and tama environments are observed and incorporated into new con-
in inventory. As depicted in the Figure 1, the RF environmentingency policies, the contingency plan becomes robusé Th
sensing network is separate from the WSN and is not &PM & CP block can then update the network with the current
integrated part of the WSN, as it could be. The motivatiooptimal contingency policy based on the observed operaltion
for this is two fold: energy conservation and multiple usageenvironment. It is also conceivable that over sufficientigd
Measuring changes in the environment and passing this time intervals quasi-periodic behavior could be learneseda
formation to the PPM & CP needs to be done on a regulan observing operational environment patterns. In theses;a
basis. Based on the WSN application, the WSN'’s nodes dhe network nodes could automatically follow a sequence of
off duty cycle may not allow them to accurately measure thmntingency policies with limited interaction from the PRM
dynamics of the operational environment. Requiring theaisodCP functional block.
to turn on solely to measure the environment could be counter, . . . .
T ; , o Interference issues associated with WSN operation have
productive in preserving the node’s energy. Also, it is con-

) . ; . ; . been actively investigated. The focus of a number of re-
ceivable that in future industrial, commercial and publieas . . e o

i . . .searchers is on self-interference within a WSN and its ihpac

RF environment sensing networks will be needed to servicé . o . X

) : - n capacity [5] and on methods to mitigate [6]. Link quality

multiple requirements such as providing RF measurements 10

multiple WSNs, WLANs and other wireless networks as weffvare routing has been proposed [7] [8]. The researchers'
as addressing 'security requirements cognitive packet networks (CPN) approach uses an adaptive

PPM & CP: The general concept fo.r this functional block isselection of_paths. The techniqge uses specially designa}te
to optimize the performance of WSNs based on the predicat%%Ckets’ which leam how to achieve a predetermined routing

operational characteristics of the WSN. The optimizatisn goal. The results presented for CPN examine S(_elf-lntemfmre
n an ad hoc network, even though the technique could be

conducted off line and the operational changes are then . . - . . .

) . extended to include issues associated with coexisteree, i.

downloaded to the network. An important constraint for the ) .

. . . . Interference between two collocated and uncoordinated-wir

functional block is that the cost (i.e., energy consumption . ;

) ) ess networks as presented in this paper. The CPN approach
required for updating the network needs to be less than t D X .
) . i . is Tully distributive and is based on a neural network leagni

savings obtained by the performance improvement achieyed

2 - . algorithm. Packets are required to be exchanged within the
the update. To facilitate efficient network updain%mr,ﬂmgency_negtwork in order to Iearg the desired routir?g goal. The

planningis used to develop a robust set of contingency p0|iCI?S . : . . N
for each node with each policy addressing a distinct vaati echnique presgnted n this paper avoids the communlcanon
overhead associated with learning the state of the intawfar,

in the observed RF interference environment. . . -
Within a WSN there are often a rich set of routes betweebﬁ/ using the PPM & CP strategy outlined in Figure 1 and as

a source and a sink involvin . gresented in the remainder of this paper.
g a varying number of hops.

Contingency planning involves the development of a set of In the remainder of the paper, the PPM & CP approach
routes through a network with individual routes in the sé$ developed for optimizing energy efficiency within a multi
having the same or nearly the same energy requiremeng i.ehop WSN by developing contingency plans for route manage-
contingency policyRoutes requiring lower total energy havanent in dynamic interference environment. In Section Il and
a greater utility. In an interference free environment alites 1ll, a general formulation for the approach is developed. In
between a source and a sink requiring the same numberSafction IV, the approach is illustrated based on a Bluetooth
hops expend approximately the same total energy. ThisWSN operating in an IEEE 802.11b interference environment.
based on the WSN transmitters using a fixed transmit pow@onclusions and future work are presented in Section VI.



Hp’s Neigh-

borhood NTZ(Hi,Hj) =14 PT[C|17]] _ 1

1— Pr[Cli,5] (1 — Pr[C|i,j]) @

Hp is the expected number of transmissions required to success
fully transmit a packet fromH; to H;. Pr[C|i,j] is the
probability of requiring a retransmission due to interfere
from one or more interference sources, i.e., probability of
collision given by

Hg’s Neigh-
borhood

H,
N-1 Nodes &

M Interferers M M M
Pr(Cli,j]= Pr(Cyli,j] =Y > Pr(Cli,jIPr[Cili, j] +
k=1 1=1k=1
k#l
Fig. 2. General Network Topology for WSN in an operationaliemment . .. A . (2)
with interference sources. assuming the collision probabilities for each interfeeenc
sourcely, Pr[Cyli,j], are independentPr[Cy|i, j] is given
by
Il. ROUTE MANAGEMENT IN A DYNAMIC INTERFERENCE
ENVIRONMENT Pr[Cyli, j] = Pr[Ak]|Pr[Ckli, j, Ak] (3)

In this section, an approach for route management is dewahere Pr[A;] is the probability the interference source is ac-
oped within the context of the PPM and CP strategy depictéide andPr[Cy|i, j, Ax] is the probability of collision given the
in Figure 1. The goal is to provide the WSN nodes witinterference source is activer[Cy|i, j, Ax] takes into account
contingency plan updates based on observed spectrum us@gedynamics between the interference signal’s charatiteyi
patterns in order to minimize the energy required to trahsmind the desired signal’s characteristics at the intendesiver,

a packet from an arbitrary source noffg to the destination |ocated atH; .

node Hp. Within a WSN the destination node is often the The principle output required by the next stage in the PPM
base station at which the sensor data is collected. The PPMR&CP is N, (H;, H;) based on the observed interference
CP block is divided into three stages for route managemestivironment characterized by the interference sourcégtgct
parameter estimation, WSN performance assessment and lepels, Pr[Ax]. In order to evaluatéVr,(H;, H;), based on
timization model, and contingency planning and WSN upda{8) the collision probabilityPr[Cy|i, j, Ax] needs to model
strategy. Each of these stages are developed in greater defi@ specific interference scenario. For the scenario pregém

in this section. Section Ill, a WSN based on Bluetooth technology is operated
o in an IEEE 802.11b WLAN environment. The collision proba-
A. Parameter Estimation bility is based on the likelihood the Bluetooth packet anBEE

The first stage in the PPM & CP is to estimate paramete$82.11b packet are time and frequency coincident with the
required for evaluating and predicting the performance éfterference signal having sufficient power to cause anrerro
the WSN based on the current operational environment. TBased on the author’s previous work [9] [10], a near closed
operational environment is characterized by the RF envirol@rm solution was derived for evaluatiigy[Cy|i, j, Ax] . This
ment sensing network which provides information concegnirfesult was used in the analysis presented in Section lll. A
activity levels of the interference sources and estimafies @etailed presentation of the derivatidtv[Cyli, j, Ax] goes

signal power levels. beyond the scope of this paper, but for completeness the
Figure 2 illustrates a general WSN network topology witgduation is given
N — 1 nodes between the source nodefhf and destination
h i QPT[CT]
node atH p. In addition to the WSN nodes, there ar&inter- Pr{Ckli, j, Ax] = Bo, 4)

ference sources; ...I;;. Based on a fixed transmission POWE here

and the RF propagation characteristics of the environment, ByL/2 - B

each node can directly communicate with a set of nodes in its, - / (1 _1 {f (szusm, ’kf)* v<foffsen)D P
one-hop neighborhood arld; = {H; Hy»...Hy,|} represents 0 ’ 7

the set of nodes ird;’s one-hop neighborhood whell&;| where Pr[Cr] is the probability of time coincidence between
is the cardinality of the set. For the study presented, a fixtfie IEEE 802.11b packet and Bluetooth packet and the term
energye is required for transmitting and receiving a singlé)l/s(l Jj, I.) represents the interference to signal power ratio
packet transmission within a node’s neighborhood. Due (8S) in dB at the receiver located &f; based on transmitter
interference, packet retransmission could be requireddero at H; and interference source &t. The I/S ratio is given by

to successfully transmit a packet. Therefore, the expected

energy required to transmit a packet frai) to H; is given Q50 js 1) = Qs02 — Qr — 10nlogro (DzstE(H k) ) 5)

by eNr.(H;, H;) where H; € U; and Distg(H;, H;)



00 / successful transmissions in environments with multipta-n
04 Analytical ResuItS\A/ stationary interference sources. To achieve the goal, wd bu
04 7 upon the requirement of a number of current wireless ad hoc
0.35 /’ network routing algorithms that require one-hop neighbor-
0.3 hoods’ to be defined as an initial step in formulating a multi-
S g05 hop route [11][12] [13] [14][15] [16] [17] [18]. Formulatio
. 02 of energy efficient routes can be facilitated by PPM & CP by
o5 /’y biasing, i.e., weighti_ng_, the nodes {4 based on the cost of
the one-hop transmission.
01 / /= Empirical Resuits In order to bias the one-hop neighborhoods, the WSN
0.05 routing performance needs to be assessed by evaluating the
Y0 o 10 20 30 4 50 WSN routes based on the observed interference activityiwith
Q5 dB the RF environment. In order to achieve this goal, the ptedic

values of N1, (Rsp ;) for a given operational environment are
Fig. 3. Probability of collision versus interference to refj power ratio used in conjunctiOn withMarkov Decision PI’OCGSQ\/IDP)
empirical and analytical results. . . .
P v [19] to develop a rank ordering for aRsp ;. This process is
repeated between all source and destination nodes. The MDP

whereQgg2 = 20dBm and Qpr = 0dBm are typical IEEE provides a ranked set of routes specified by
802.11b and Bluetooth transmit powers, respectivelis the
path loss exponent, andistg(x, y) is the Euclidean distance w = lwld o w wl) A () » @)
betweenz andy. A graph of Pr[C};|-] versus2; s(-) based on ’ ’ ’ SD.Wsp
(4) is given in Figure 3. As presented in [9] [10], empiric%herewgq) . is the expected number of transmissions required
testing was conducted to validate (4) and the results of tﬂﬁ thei“REJath from source to destination based on gHe
empirical tests are graphed in Figure 3 for comparison. operational environment, i-ew(sqz)),i — Nrw(Rsp.)| U@,

i " : . _
B. WSN Performance Assessment and Optimization Modei?'? defines the" operational environment based @) =

(@
The next step within the PPM & CP functional block is[PT[Al]_’"'P(Z)[A’“]’""i;[AA'IH’(ngSﬂ s the numbgr of
to use the parameter estimations for the number of trafgutes inWgp, andwgy, ; < wgp, ;. The MDP algorithm
missions, Nr..(-), to assess the WSN routing performancés briefly presented in Section Il and key to its efficient

The notation for the assessment procedure is developed bagglization is the formulation of the contingency plan an®W
on Figure 2 as follows. Let theé' route between source ypdate strategy presented next.

node Hg to the destination nodé/p be defined aftsp,; =

[HsHi Hio...Hy(|rsp 1 —1)Hp] Where H;; € Us (Us is the C. Contingency Plan and Update Strategy

one-hop neighborhood of the source nodH), € U, ... .
and |Rsp.;| represents the number of hops in route .. To further enhance the network update process, contingency

An objective of route management is to minimize the energy@nning [20] [21][22] [23] [24] is used in the last stage bét
expended by multi-hop packet routing. If there is no interfePPM & CP functional block (Figure 1). Contingency planning
ence, then the routes that sati$#sp min| = min; |[Rspi| is used to develop contingency policies to address the WSN
represent the optimal routes and the predicted energy {ferational requirements needed for the current enviroame

routing the packet would be x |Rsp min| - AS illustrated in - : oy
Section IV, interference can significantly influence the afet The contingency policy needs to work within the context of

minimum energy routes. By observidty[A,] for the interfer- the WSN distributed routing protocol and needs to provide an

ence sources and subsequently estimabihg, (H;, H;)vi,j efficient method for updating the WSN. _
based on (1) - (5), the predicted optimal route(s) would As indicated above, a contingency policy is used to modify
be the set ofRsp,; which minimizes the total number ofthe one-hop neighborhoods such that the WSN’s distributed
transmissions required to successfully transmit a packet, oyting protocol avoids routes with high retransmissiotesa
min; N7z (Rsp,;) where and uses routes with the minimum or near minimum retrans-
Nrw(Rsp.i) = Now(Hs, Hio) + .. + Now(Hy gy o1, Hp) ~ MiSSiON requir(ements. From the MDP a ranked set of routes
’ is prowded,WS‘g, wherew(sql)l1 represents the optimal route

and the expected energy required to route the packetxds for the ¢* operational environmenty(9. Implementing the
min; (Rsp.q)- optimal route for each change in the operational envirortiisen

In general, it is infeasible to use a centralized algorithimo costly. The contingency, therefore, specifies a settifrze
for determining a WSN multi-hop route. Therefore, using theequired to work in conjunction with the WSN's distributed
centralized PPM & CP functional block to directly determineouting protocol. To illustrate the process, let the irgezhce
which routes to use within the WSN is impractical. Thesourcel; havePr[A;] = 1.0 where the location of the sensor
approach presented is based on using the PPM & CP ntodes and interference sources are given in Figure 2. Under
provide information to the WSN’s nodes which will faciligat this scenario the number of retransmissions betwHgnto
distributed computation of the most cost effective routms f H, is large due to the proximity of; to H,. The action



required by the contingency needs to reduce the likelihotal state s is denotedP(s” |s,a) and the expected reward
of Hg routing throughH, and an action required by theassociated with that transition is denote@’ |s, a).
contingency policy is denoted b¥/s : H, . This action A rule for choosing actions is calledmolicy. Formally it is
represents a negative weighting of the nalde within the a mappingr from the set of stateSto the set of action#. If
one-hop neighborhood dff 5. an agent follows a fixed policy, then over many trials, it will

Based on the set of actions associated withlthecontin- receive an average total reward which is known asvilee
gency policy and based on the characteristics of the dig&ib of the policy. In addition to computing the value of a policy
routing protocol, a ranked listing of the routes between traveraged over all trials, we can also compute the value of a
source node and destination node can be identified as policy when it is executed starting in a particular statdhis

is denoted/ ™ (s) and it is the expected cumulative reward of

@ _ | @ @ (@ executing policyr starting in states. This can be written as
XS = WS 1y WS WS ) ®
SD,! V7 (s) = E[ris1 + rego...|se = s, 7] (12)
(@) i in- ) . . .
WhereXSD_.,z IS ase_t of ra(ni<ed routes resulting from th? )Com'r‘/vhere r, is the reward received at time &, is the state at
gency policy’s actionsw), , = Nz.(Rsp.i,)[®@, [xgh,|  time t, and the expectation is taken over the stochastidtsesu

is the number of routes in'%, ,, andw() , < w(sql),‘lm. of the agent’s actions.

' ) ' For any MDP, there exist one or more optimal policies
oy ich we will denote byr* that maximize the expected value
of the policy. All of these policies share the same optimalea
function, which is writtenV*. The optimal value function
satisfies the Bellman equations [25]:

The expected operational cost (ener (S‘%J, required to
route a packet from the source node to the destination n
under thel*” contingency policy based on thé" operational
environment and assuming the routesﬁg@” are equilikely

is
. IX§D V*(s) = max Xy P(s |s,a)[p(s |s,a) + V*(s)]  (12)
o _ w'® (9) a
SD,1 @ E : SD,; el .
IXspal = where V*(s) is the value of the resulting stat¢ The sum

on the right-hand-side is the expected value of the one step

Therefore, the optimal set of actions for th& contingency reward R(s |s,a) plus the value of the next staté which
policy is to minimizexg’l))_’l while also minimizing the number js the same as the backed-up value of a one-step lookahead
of actions required to implement the policy. search, and thenaz, is choosing the action with the best

In addition, the operational cost is used in determiningacked-up value. This is the expected total reward that will
whether or not a new contingency policy is justified. GiveRe received by a node when action a is taken in state s and
a new operational environment is observeld“”, then a the node behaves optimally thereafter. Therefore, solthieg
new contingency policy is formulatetd.,, with correspond- MDP is tantamount to computing its optimal function.
in?N(e:g)ntingency policy’s gctions and expepted operati_ost €O Given an MDP modeS, 4, P, R), a dynamic program-
Osp.iy..,- Associated with the new contingency policy isming algorithm, value iteration, can be used to determine
a energy cost required to update the WSN with the neye optimal value function [26]. Value iteration works by
policy, i.e.,Pégf;;)m. Therefore, in order to justify the costcomputing the optimal value function assuming first a one-
of updating the WSN with the new contingency policy thetage finite horizon, then a two-stage finite horizon and so

following inequality must hold on. These value functions are guaranteed to converge in the
limit to the optimal value function. In addition, the policy
eTH e O(S]Ef?;)est — O(szf?jv)w} > Pégf;‘fv)w (10) associated with the successive value functions will cayeer

to the optimal policy in a finite number of iterations [25] and
where O%e}’;)m is the expected operational cost for thén practice the convergence is quite rapid. The running time
current best contingency polics..; and TY<v is the time for each iteration igD(|A|[S|?) and hence total running time
horizon for the operational environmeitV¢¥, i.e., an esti- iS polynomial as long as the total number of iterations resgli
mate of the time interval over which operational environmef$ polynomial [27]. Starting with an initial gues$, iterate

remains essentially unchanged. for all s

1. ROUTE ASSESSMENT- MARKOV DECISION PROCESS , wr
. . Vi1 (s) = max(Xg P(s'[s, a)[p"(s'[s,a) + Vi(s)])  (13)
The contingency plans for the nodes in the WSN are a

developed by determining the optimal policy for each node atlt is known that mazs cs|Viri1(s) — V*(s)| <

a given level of interference using a Markov decision preceswaxs.s|Vi(s) — V*(s)| and thereforeV, converges to
(MDP) [19]. An MDP is defined via its state sBtaction set V* as k goes to infinity. In practice, the value iteration
A, transition probability matriceB, and reward matrices. On algorithm iteratively updates the estimate Wdf;;(s) based
executing actiora in states the probability of transitioning on the V;, values of neighboring states and stops when the



upd_ate y|eIFjs a dlffer_ence that is pelow a thresho_ld. H, H, H, Hs H, Hs H, H,
optimal policy is obtained by selecting the action with 20 O O _®&. O O O O
highest value for each state. ol T ~- R ]
To implement this approach in the WSN application, Hyy \@x\ o o o O/\-ﬂ@ i
first construct the control policy offline using generatedac T 8 j N p \
e I X E \ _
for the c_oII|S|on prob§b|l|t|es of node to node transmiss 8 oM o @4\6——@/—/—@ oy b
for the given level of interference. The set of nodes desc s /A / \ \
. 7] 5
the state space of the MDP. The neighborhood of each o 4y I 2 \\ \R, . T
defines the action space of each state and value is the | | o g o o jo o ®l
. oy - N
accrued when the end node or a dead end is reachec Ly L R N
estimate transition probabilities of the forf(z’|z, a), which of H@—H©—HG—H>©A—0->@—H6—IH6—Hﬁ
denotes the probability of a transition to state given that o | '\{2" »ooww
the system was in state and took actiona. The transitior 0 s 10 15 2

probability is derived from the collision probability andp- Distance (m)

resents the probability that the system wasrzimnd tooka  Fig. 4. Network Topology for Bluetooth WSN with IEEE 802.1Hierfer-

and successfully arrived at'. In our experiments we use aence scenario.

starting value ofl(s) = 0 and a reward of-1 is given for

each transmission allowing the reward measure to incotpora

the expected number of transmissions such that the optirA@d Rz = [Ho, Hi2, Har, Hzo]) and there are 1056 routes

policy in fact determines the optimal path from any node iffauiring 4 hops Rs = [Ho, He, H1s, Hzs, Hso) illustrates

the network to the end node. a 4 hop route). In this section the notatioRgsp, has
This approach has several advantages over other meth@®§n simplified tak;. IEEE 802.11b interference sources are

The policy is calculated for all expected interference scen l0cated at the triangles in Figure 4; at location [10, 0] and

ios in an offline manner which produces an ordered list ¢ at location [6, 5].

neighbors with weights giving significant information abou Three scenarios are considered where each scenario

neighbors for a given policy. This offline calculation meéms examines a different number of interference sources. The

nodes do not have to process data online, saving compuahticifenarios are defined as follows:

expense on the node level. Also, when the scenario changes

only the nodes whose policy changes need to be updated. The Scenario I: One IEEE 802.11b interference sourcé, at

policy is also forward looking, meaning it takes the entire ® Scenario Il: Two IEEE 802.11b interference sources - one

route from the starting node to the end node into accoudf./1 and one atls,

This global optimization means our result will be better br a e Scenario Ill: Three IEEE 802.11b interference sources -

least as good as any other method used. two at/; and one af, , For Scenario Ill, the two interference
sources atl; are representative of an IEEE 802.11b access
IV. TLLUSTRATIVE EXAMPLE point with multiple transceivers operating in differenefr

In this section, the following example is evaluated to ilquency bands and utilizing a common antenna. Independence
lustrate the general PPM & CP strategy outlined in Sectid® assumed between the all interference sources.
Il and 11l for optimizing the WSN routing management in a For each scenario, a ranked set of rotiié$) was evaluated
dynamic interference environment. For the example, the W3Msed onNy,(R;). The Markov Decision Process (MDP)
is based on Bluetooth [9] technology and the WSN operatesiilas used to create the policies and obtain the rank ordered
the presence of IEEE 802.11b [28] interference. The netwaoplths forR;. The MDP model representing system behavior
topology for the analysis is given in Figure 4. Bluetooth esd for a particular environment is obtained from state setipact
are located on a fixed grid at 3 meter intervals and are depictet, transition probabilities and a reward function. Thatest
as circles in Figure 4. set is represented by a set of network nodes, the action set
For the analysis presented, an exponential decaying pésh the one hop neighbors, and the transition probabilities
loss model is used for determining the received power [29r(s’|s,a). The reward functiorp uses the expected number
Given path loss exponent,= 3 and Bluetooth transmit power of transmissionsNr,.(H;, H;). The ranked ordered paths
of Qpr = 0dBm, Bluetooth nodes can reliably transritm. for each R; is determined by the MDP using the standard
The neighborhoods for the source nod#,, and destination value iteration algorithm. According to [26], the expected
node, H3g, are depicted in the figure by the two semi-circlesumulative reward(V') of taking action(a) from state(s)
(dashed lines). In the example presented, the single saaircés calculated in terms of the cumulative reward of successor
destination pair is considered in order to illustrate thecpss. states via the recursive equation given by equation (13).
The minimum number of hops required to transmit a packetThe algorithm iteratively updates the estimate of V(s, a)
from Hy to Hsg is 3,|Rsp|min = 3. Due to the relatively high based on the maximur¥ value of neighboring states and
degree of connectivity there are 33 routes requiring 3 hopwps when the update yields a difference that is below a
(two are illustrated in the figurel?; = [Ho, H19, Hoo, H3g] threshold. Once value iteration is completed, the optinadh p



will be defined by the state that yielded the maximumvalue 7 : : : : : :
for a given state. Thé’ value obtained will be the optimal | B e e ey Py
Nr, for a givenR;. By observing allV values obtained from

neighboring states an order list can be created that miesniz
the N, for a node,H;, for each action in its neighbor s&ft.

The MDP is run for each scenario presented and the resulting
ordered lists present the best choices for transmissiora for
given scenario for eacH;.

For the example presented, the distributed routing prétoco
used within the WSN is based on a minimum energy routing
protocol. Therefo_re, given no interference the 33 routgsire o a2 e s i 4 as
ing 3-hopes require essentially the same energy to sucdgssf N,
transmit a message frorfly to Hsg . When a single IEEE
802.11b interference source is introduced gt(Scenario ) Fig. 5. Distribution of the Number of transmissions over 8ielop routes

. " for,Scenario .
then the expected energy required to successfully transmit
a signal from the source to destination varies based on the

relative impact the interference source has on the numberigis maybe too restrictive and simply reducing the liketilof
transmissions required for each route. A histogram of thgynsmission maybe required in order to preserve conngctiv
expected number of transmissiofér.(-) required for the \ithin the network. By removingi,o from Uy, the seven

33 3-hop routes is shown in Figure 5. Based on the MDRghest cost routes are removed. The resulting operational

analysis, the optimal route i8> = [Ho, 12, Har, Hso] With  cost hased on this single action @) — 4.23. This

—_ . . D,new

N, (Rz) = 4.08. For the analysis presented, the baseline oBgtion provides a 2.2% improvement over the baseline. The
erational cost for routing the data assumes that the dis&ib oyt optimal contingency policy action &35 : Hy. This
routing protocol will select each of the 33 3-hop routes with, ,1ts in 0!

L . . ; = 4.22 based on a contingency policy
SD,new
equta(l)l(lllgellhood. Usin?(;:]geqﬁatlog(g?), the baseline operali \ ioh includes both Actions 1 and 2. The improvement using
cos SD,baseline = = wnere SD,baseline

_ , IS the baseline b actions is 2.4% or the marginal improvement provided
operational cost for the operational environment defined @9 Action 2 over Action 1 is 02% . Table 1 summaries

Scenarjo . . . the first four optimal actions and their corresponding per-
Within the PPM & CP functional block, the MDP providesiy mance improvement. For illustrative purposes, using th

a rank listing of the routes based oWr.(-). The contin- o4 irement that the marginal improvement needs to be at
gency policy for the operational environment is obtained ¥, 0.5%,Thresh — 0.5%, to justify an Action, then the

formulating a sequence of actions which reduce the likeliho contingency policy for Scenario | is limited to Action 1. In

of using high cost routes. Each action implemented iNCUrSgy e 5. the removed routes and retained routes based on
cost for updating the WSN, therefore the following rule igye optimal contigency policy are indicated in the histogra
employed for selecting the optimal set of actions to be USg jighter and darker shading, respectively. In order taifyis

in formulating thel™ contingency policy the cost of updating the WSN with the new contigency policy

Number of Routes

O(q) — O(q) qu[)),baseline - OA(S'q[)),new:| = 0094 > ng,new/eTg])‘ If thlS
SD’l(m)(q) SDUmAY - Thresh (14) inequality holds, then the nodes affected by the changedvoul
Osp,z(m) need to be updated with the new contingency policy.
whereO(ng,l(m) is the operational cost based on equation (9) TABLE |
for the [*" contingency policy using the first, optimal actions  SCENARIOI - SUMMARY OF OPERATIONAL COSTS BASED ON SEQUENCE
and ng% Im+1) is the operational cost based on using the OF CONTINGENCY POLICY ACTIONS
first m + 1 optimal actions, and’hresh is a threshold which , : :
. . .. Scenario | Action Oper. Cumul. Marginal
is dependent on the operational conditions of the WSN. The Cost | Improve. Improve.
threshold should be selected in order to ensure the justifica Baseline 433
of the new policy. Using (10), the following inequality need [ Action1 | Uo:Hjy | 423 | 0.09 (2.2%)| 0.094 (2.2%)
to be satisfied/! Action 2 Uig : Hyy | 4.22 | 0.10 (2.4%)| 0.009 (0.2%)
Action 3 | Uio: Hy, | 4.22 | 0.11 (2.6%) | 0.007 (0.2%)
P(q) Action 4 | Ui : Hyy | 4.21 | 0.12 (2.8%) | 0.007 (0.2%)
qug),l - qu[)),new > SDonow . (15)

€Tz(§1) The same approach was applied to evaluating the optimal
For Scenario I, the first optimal action is to reduce theontingency policy for Scenario Il and lll. For both of these
likelihood H, transmits to its one-hop neighbdi,y, Uy : scenarios the optimal route &y, Hy, Hao, H39] with corre-
Hyy. For the analysis presented], : H;, implies the spondingNr,(-) = 5.42 and N1 ,(-) = 7.71, respectively.
distributed routing protocol removés$, ¢ from Uy. In practice, Table 1l summarizes the sequence of optimal actions and



corresponding operational costs and marginal improvesnent 8
for both scenarios. Based on usifthresh = 0.5%, for
Scenario Il the contingency policy requires the first 3 Agio
and for Scenario Il the contingency policy requires thet firs
Actions. Figures 6 and 7 depict histograms Nf-, based
on the 33 3-hop routes for Scenario Il and Scenario lll,
respectively. Routes associated with the optimal continge
policy are shaded darker.

[ IRemoved Routes
I Routes - Contingency Policy| 4

4
T

Number of Routes
w S

Table Il provides an overall summary of the results for |
the three scenarios. Operational costs are presented dor th ir H H HH H
baseline performance, i.e., all 3-hop routes are congidere 0 ‘ ‘

- . . 7.5 8 8.5 9 9.5 10 10.5 11
equilikely under the operational environment. Operationa N

Tx

costs are also presented for the optimal contingency policy
based on results given in Tables | and Il. In addition, th@g. 7. Distribution of the Number of transmissions over g&lop routes
minimum Ny, based on the optimal route is provided fof°" Scenario il

comparison. The goal of the PPM & CP functional block is
to provide an overall improvement in the energy efficiency
within the WSN. As can be observed from both Figures 6 and

7, for Scenarios Il and Ill, the optimal contingency pol&ie Epergy consumption among the wireless devices partici-
removed routes with loweNr, in order to reduce the numberpaﬁrlg in WSNs constrains the development and implemen-
of actions required by the centralized PPM & CP functionghtion of a broad range of applications. The PPM & CP
block. Thereby, the overall energy efficiency is maximizgd bmethodology introduced in this paper provides a strategy fo
balancing the trade-off between minimizing ther, required ypdating the operational mode of the WSN which minimizes
to route messages against the cost of implementing theypolignergy utilization due to the time varying characteristiés
the networks operational RF environment. An approach for
using the PPM & CP strategy for optimizing the multi-
hop routing was developed and shown to find the optimal
routes. The advantage of using this approach was illustrate

V. CONCLUSION AND FUTURE WORK

TABLE I
SCENARIOII AND Il - SUMMARY OF OPERATIONAL COSTS BASED ON
SEQUENCE OF CONTINGENCY POLICY ACTIONS

a
T

Number of Routes
w »

[ 1Removed Routes

I Routes - Contingency Policy|

Scenario 1l Scenario 1Ml for a Bluetooth network in an IEEE 802.11b interference

Action Oper. Cost Action Oper. Cost environment. By developing contingency plans off line for
e (Mag'.s;gnp') (Maé'.;g'p') various scenarios we can minimize the updates needed when
Action 1| Us: H,y 589 (1.60%)| Uo: H,o _ 8.46 (5.00%) mterferenc_e changes,_ only updating the no_des which h_ave
Action 2 | U, : H;,, 580 (153%)| Uo: H,, 835 (128%)| & change in their policy. In the long run this method will
Acton 3 | Up: H; 576 (0.78%)| U,: H;, 829 (0.70%)| reduce the overall transmissions and lead to substan&agn
Action 4 | Uis : Hyy 573 (0.37%)| Uis : H,y,  8.23 (0.69%)| savings.
Action 5 Uo: Hjy 819 (0.55%) In the future, we plan to investigate the effectiveness ef th
Action 6 Uss : Hyy 8.14(058%)| MDP based approach when the size of the WSN is scaled up to
Action 7 Uo: Hyy 812 (029%)]  the order of 1000's of nodes. We plan to study methods where

we can reduce overall policy computation costs by identiyi
similarity in scenarios before policy computation. Thisuhd
facilitate computing policies for classes of scenarioteiag of
individual scenarios. Finally, we plan to investigate noeth

to make the centralized policy computation online. Thismhig
necessitate the need for a near-optimal policy instead ef th
optimal policy. We would like to study the trade offs of using

TABLE Il
PERFORMANCE SUMMARY FOR THE THREE INTERFERENCE SCENARIOS

HHH 1

Oper. Cost % Improv. Over Baseling|
Opt.
0
54 56 5.8 6 6.2 6.4 66 6.8 Scen.| Min Base- Opt. Cont.| Opt. Cont. Opt.
N, Npy | line Policy Policy Min Nopg
Fig. 6. Distribution of the Number of transmissions over 8ielop routes | 408 | 4.33 4.23 2.2 5.8
for Scenario II. Il 542 | 5.99 5.76 3.9 9.5
I 7.71 8.9 8.14 8.6 134




a near-optimal policy.
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